Feb 13 MDS
1) Review
a) Similarities: measures of association: pearson corr
b) Dissimilarities: distances: Euclidean distance.
c) Storing the results in 1-mode matrices.

2) Multiplying matrices by their transposes

a) XX’ and X’X

b) What if they are standardized?

c) Empirical

i) Davis

ii) Supreme court

iii) Roussin data

iv) Emotions correlation
3) Teaser
a) Mds on emotions correlation and on roussin data

4) Back to cities
a) MDS on cities
b) A map of the correlations

5) Problem definition

a) Given a set of proximities among a set of items (1-mode, 2-way matrix), find a set of points in Euclidean space corresponding to the items such that the distances between the points correspond in specified way to the input proximity between the corresponding items. 
i) So, like measurement, it is a mapping of objects and the relations among them to mathematical points and arithmetic relations among them

ii) It’s a map in every sense of the word

b) What’s a Euclidean space?
i) Euclidean n-space, sometimes called Cartesian space or simply n-space, is the space of all n-tuples of real numbers, (
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). It is commonly denoted [image: image3.png]


, although older literature uses the symbol [image: image4.png]


(or actually, its non-doublestruck variant [image: image5.png]


;
ii) Any space with a distance metric d(P,Q) defined on its elements. 
iii) Distance Metric: Metric d(P,Q) must satisfy the following axioms:
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(2) d(P,Q) = 0 iff P = Q. 
(3) d(P,Q) = d(Q,P). 
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. 
iv) Euclidean Space: Metric is based on a dot (inner) product: 
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c) Correspondence between between input proximities and map distances

i) Metric
(1) Dij = mLij + eij

(a) Distances proportional to input proximities

(2) Dij = mLij + b + eij

ii) Non-metric

(1) Only rank order is preserved

iii) Dissimilarities versus similarities

d) Output is a set of coordinates that is optimal in the sense that the distances among the points represented by these coordinates correspond as closely as possible to the input proximities

6) Verification

a) Run mds on cities. Get coordinates as output. 

b) Run Euclidean distances on rows, get distance matrix as output

c) Run mds on the distance matrix. 

7) Working with correlation matrices

a) Emotion data. 

b) Gss attitudes data

c) Describe birth control study

8) Co-occurrence data

a) Supreme court data

i) Judges

ii) Cases

b) Davis data

9) An algorithm

a) Place points randomly in space. 

b) Examine every pair of points and measure distance between them (how?)

c) Measuring correspondence between map distances and input proximities

d) Locate which pairs of points have highest discrepancies and move the points to reduce the discrepancy

e) Repeat steps b thru d until no better location for any/all points can be found

10) How well did the algorithm do?

a) Stress measures (inversely) the correspondence between the input data and the distances on the map

i) Varies between 0 and 1, where 0 indicates a perfect representation and 1 means as awful as humanly possible.

ii) So stress is a measure of distance between two matrices.

b) If stress is low, it means that the picture is a faithful representation of the proximities – you can rely on it as a visual guide to the input data.

c) If stress is high, it means there was no way to locate the points in space so that they correspond to the input proximities. There are distortions – there is stress. 

d) For metric scaling with 20 to 50 points, you want stress to be less than .2. For non-metric scaling, you want stress to be less .12.

i) With fewer points, you should lower your stress standard, for more points, raise it (see appendix of Kruskal and Wish book for more info)

e) Stress function involves a sum of squared differences. So inaccurate long distances contribute more to the stress than inaccurate short distances, which means that the program pays more attention to getting the long distances right.

i) When stress is high, you can interpret the broad features of the map – what’s on the far left versus the far right -- but not the little areas within a small region – these may be distorted

11) Stress and dimensionality

a) We have been talking about 2-dimensional Euclidean spaces. Some proximities simply can’t be represented correctly in 2D. 

i) Distances between corners of a cube; cities around the globe. 

ii) Stress will be high

b) If we switch to 3D, stress will plummet
i) Each point represented by a vector of order 3. three coordinates per point. 

c) Sources of stress

i) High dimensionality

ii) Error in data: danger of overfitting

(1) Example of changing one number

12) Interpretation
a) Three basic things one looks at: number of dimensions (rarely), clustering, and “dimensions” – clines or grades

b) Interpreting dimensionality

c) Looking for clusters

d) Looking for dimensions

i) Cover profit later

13) (next time) Working with pilesort data

a) Pirelli data

b) Crimes

c) Animals
14) Subsets of proximities matrices

a) animals
15) Congru? Next time.
